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EUGridPMA 11th – 21st EU  CA coord meeting

Attendees: (see list)

Action Items:

Ugrid CP/CPS review:

Next meeting to approve CP/CPS with more reviewer – operator interaction in meantime

Get ready for operational review – set up test certs and prepare for review, try to do by email.

 NorduGrid offers to host EUGridPMA meeting May 2008

 NorduGrid: Reviewers commitment: Milan Sova and Michael Helm

 JJ will put HLCA profile in IGTF track for October

Decisions:

Decision: BELNET must appear at Amsterdam

Decision: IUCC  - do a TAGPMA-style operational review; report on problems will be sent to IUCC  (Christos & Jens will handle part of this, DG will send letter)

Discussion:

Intro/welcome by Christos K

David G:

Schedule bashing / minute takers / intro to meeting

Round the table introductions 

DG introduces EUGridPMA status

39 members

2 applicants couldn’t come due to visa probs: Ukraine and Iran

(will try again for next meeting).

1 SLCS, most classic

Round table updates

MSova/CZ: system building 

VRebello: in depth presentation later

JJensen/UK: 1200 user 2000 system, growing rapidly; root CA (not exactly part of this group but in distro) has a “compromise” or at least a provenance problem (see email notices); TAGPMA archive providing public info (this raises a concern about the spread of information).  Assuming worst, must re-key and probably re-work some physical sec?  

DG: Perhaps need closed list for incident handling?  Put on to-do list
NDiaz/PT: 398 certs; looking for new software

Willi: in-depth ; later

AB/Fr: Looking into identity federation like Shibboleth (studying/thinking phase)

??/Sp: Steady 900+ certs, 500 server, 25 RA

MH/US: New root CPS coming; may be new federation; would like root CPS accepted here (no substantive changes, RFC 3647 format) and bridge to TAGPMA; new federation CA if becomes production would be TAGPMA reviewed
Reimar/DFN: 150+ CAs hosted – 4 pki hierarchies; 1 grid; 1 Deutsche Telekom root CA (recognized by Windows);Grid PKI 637 EE certs; 61 RAs

Relocating office / data center ~ 1 Dec 07

New CRLs will gap 1-2 days
Will update CPS with new office location &c – will send to list w/ 2 week comment period, will be accepted.

Grid CA expires Jul 09 – get new CAs up & running May 2008 for CA rollover

Might change validity period

Have 4 years for EE – issuing CA, may make validity period longer

SWTCH/ 
Tried to shorten long chain, issuing self-signed root CA; then updated sites; still had problems, but experiments will continue

TW: Joined APGridPMA ~2002

We will build new root CA because expiring next year, finish rebuild in Oct

CyprusGrid: 100+ certs; temp manager at meeting, old manager left,

DutchGrid CA: DG

Did hardware work, rebuilt physical security: secure racks, safe, USB sticks under control, 4 ppl have access to passphrase of various components; 1 DG + operators; starting to reach limit of what is manageable at least in some sense.  Have not re-written CP/CPS and changed specification; learned recently (see Grid cert profile doc) need DigitalSignature KA for message security … anyway this is future work.

HellasGrid – transition of users from old CA to new in August

Next 1-1/2 years will do phase in /out of new CA

Experimenting with openID and SAML

Set up a pilot with openID – use grid cert and get openID credential

From hi quality token you get a lower quality credential 

Perhaps offer services for wikis &c.

TAGPMA update

Vinod Rebello (see slides)
Elections – new officers:
Chair: V Rebello; Vice-C: Jim Marstellar; Sec: Margaret Murray

Trusted Introducer (nom): M Helm

Membership: covers western hemisphere – small countries / islands not covered
Banff:
12 attendees, 8 remotely

See online agenda

1st MICS CA approved (NCSA)

LA & Caribbean catch-all (Classic-catchall)

    Has issued certificates for Colombian scientists
Total of 5 CAs in IGTF distro

PGP & Thawte notarization

Fortnitely video/phone conferences

Issues:
CA compliance with current Authentication Profiles

Self-auditing, operational reviews?

Root CA in TACAR – no TAGPMA approved CAs in TACAR there

    Several integration problems

How to manage CRLs = perhaps discuss later

Automated signing policy test – perhaps David O’Callaghan has automated?

Documentation – 
    Seek to provide transparency, clarity & guidance

(RC) Comment: it is amazingly difficult to get down on paper – lots of variants
Operational Review

   Need some input from Jens J about additional commands, processes &c

   Sort of an audit – partial

CA status matrix – state of various CAs (see example)

TAGPMA twiki http://tagpma.es.net
    RFC 3647 CPS template by Mike Helm

   To host TAPGMA tutorials

Chile – REUNA invite

Http://indico.na-df.rnp.br/categoryDisplay.py?categId=32
[I copied this URL – probably not right==mwh]

06-09 Nov

1 day of discussion on openCA

Discussion of use in educational networks &c

7th TAGPMA 27-29 Feb Berkeley CA

(provisional dates)

Change to Brazilian issues

BrGrid going well

Will integrate into educational network, and roll over into new scheme somehow – documents, editing CPS, CA certificate – many issues to work on.

Set up project and spin=off company to produce HSM - $600 – will be certified by Br government; gov has forced all companies to have certs by end of year.  They have a document and will support their own HSM.

[This is the group that presented their architecture at Rio TAGPMA - #1]

Comments about phone/audio/video conferences:
TAGPMA depends on it

Maybe can reduce number of face to face meetings

APGridPMA has regular (monthly?) phone conferences

<break>

1100

Ukrainian CA (remote)

Sergei from Ukraine

[From time to time the video disappears apparently – audio works ok]

Update of review of CPS from 10 EUGridPMA/Istanbul
(30-50 reviewer comments)

Changed lifetime of “UGrid” CA root certificate to 5 yrs
Key length of ? cert 1024 bits

For some reason (audio problems) – why was the 30 character pass phrase for the CA considered too long? 

People couldn’t remember such a long passphrase, recommended to shorten.

4.7.1 people must not rekey certificates in case of a key compromise

JJ: I did a review of latest version (one version back from the todays) 

9.4 vs 3.2.3 – an issue of privacy of information used to establish identity.  UGrid does not collect confidential or private info, except for photocopies of ID documents.

4.7.1 – meaning was, person could request a new certificate, by signing request with old certificate, but if the private key assoc with old cert was compromised, this was not acceptable.  This was the interpretation of “re-key” in this context

Issue about naming – see slides for details – do changes in O, OU context (ie person moves from 1 institution to another) invalidate cert?

Rec: make clear in CP/cPS whether the “O” is significant in name

No RA’s yet, so no contact info published.

CP/CPS bibliography/contact info.

Convergence:
*Next meeting to approve CP/CPS with more reviewer – operator interaction in meantime

*Get ready for operational review – set up test certs and prepare for review, try to do by email.

Willi Weisz – Austrian Grid CA [see slides – selected details below]
HSM problems – interaction w/ vendor difficult

Need to rewrite software for user and RA interaction

Hardware review – 
Repository (most https, CRLs non SSL)

Online CA (signing machine)

Safenet PCI HSM – FIPS 140-2 level 3 compliant firmware installed

Old Austrian Grid root CA  - 

Offline (non-network) root signing machine

Signs subordinate CA certs ONLY

Website remains same.  [Missed it on slide]

Should we send cert by email to user or not (just download)?

Cryptographic keys and CSR generation

Preliminary steps [workflow & business practicers]

Institutions register w/ Austrian Grid CA

 
Nominate Contact persons – host/service requestors


Get “leading” subjectName components


Connect to an RA

After institution registered


Contact persons request their personal certs



Use dynamic web form to generate keys  & CSR



Submit CSR to RA


EE certs can be requested

Several paths to key & CSR generation -> Java applet that generates and stores the crypto keys and CSR and forwards to RA

New requestor (or revocation)


Leads to face to face meeting with RA

      Can choose one or more subject alternative name content (ie multiple accounts)

      Script (PHP) extracts some info from CSR

      Submitted CSR goes to signing process directly

*Renewal – expired certificates


User provides serial number – 


Must prove to RA that he is the owner of the certificate

Host / service certificate

   
Initial request

Contact person – checking status of associated owner


Can support aliases (ie virtual hosting); added to alternatename

All info passed to php script that generaltes an html page

Java applet from signed distro

Uses bouncycastle classes for this

Stores keys wi/ minimum access rights needed for private key

Public key readonly for everyone (protect from accidents – accidental delete by owner :^)

Browser must have Java 6 plugin

To ensure files get correct access flags


Requires certain new functions – accessmode (this forced the Java 1.6 rev)


Not rely on requestor to change access rights

Tested this config on Linux, not yet on Windows
Communication with RAs


Every RA has own subdirectory on the online CA where CSRs are stored 


RA can only access files in its own directory


RA “array” can only be accessed by the RA via browser pages generated by PHP scripts on the online CA repository

Signing Process
RA authenticates to server


Checks request/requirements


Initiates script that executes a process on signing host


Calls a version of openssl patched for “ProtectServer”



Passes certificate blob to HSM for signing


Gets certificate back [for publishing/issuing to user]

Send to requestor by email?

     [Request for ocmments – need password?  Just publish ?  &c]

CA certificate

Generated on HSM

Cannot be retrieved from HSM except as encrypted blob.

SubjectName space

RA and CA certs will have special O entries so they can be discovered by Apache mod_ssl and PHP
Future Plans

OCSP service

Secure crypto tokens (funding)

Certificates for classes (education)


Restricted validity, tutors as temporary RAs

[This is a project approval step here at EUGridPMA]

MSova: several questions

Generation of keys is limited to Java applet

WW: I tried to limit it so; 

JJ/MS – bulk requests would be a problem

MS: How do you validate email addresses?
WW: 1st one is checked somehow

MS: what about others – I could ask for all kinds of addresses

CK: Very hard for RA to do all of these checks – suggest some of it be done on server side.  Try to limit RA work.

Which is the “identity” email address – different ideas – some require an insittutinal primary address &c.

Are multiple email address support issues part of a Grid PMA scope of operations?

CK: If user doesn’t download cert from uinique URL in 1 week, it is destroyed

WW: We require user to answer with a signed email

 CK: Do more checks on service side
Is FQDN valid

Is modulus of public key different than previous

Who does this service belong to – prove in some form allowed to request

JJ: OpenCA will complain about public key info that’s recycled

Firewall issues [missed much of this]

Mwh has been volunteered to writing a guideline to online CAs

2 firewall styles – private link between 2 systems (A), private network /VPN (B)

About renewals – a notice will be sent to institution about renewals 

[More discussion]

<Lunch break>

14:23 

Anders Waananen – NorduGrid (See slides)
Recap of Nordic Grid history
About 500 valid certs, split 50:50 between user & host 

Scope: Nordic academia

Namespace – old Globus standard: O=Grid

Considered a weakness, as well as ou=institution

Prefer to have RA somewhere in subject name

New signing requests – 

grid-cert-request + mail to RA

RA interacts with CA
email of requestor embedded in subjectaltname of cert

Host certs have host name in subjectAltname

Renewals are like “new” requests, but in addition users can sign request with valid cert.

CA Cert renewal –

A lot of work created by interaction w/ renewing CA and need to replace EE certs

Small (12) highly distributed (all Nordic countries) RA network

RA’s usually know users personally, usually collocated.

Future funding

University of Copenhagn as received funding to run NorduGrid CA in EGEE-2, but not funded in EGEE-3.

Nordic DataGrid Facility – part of NREN NorduNET – will host Nordic CA; the 

NBI  (Niels Bohr  Institute) organization at University of Copenhagen will continue to represent the CA.

Next update will probably be complete overhaul – many changes

New key

New namespace:

DC=org/DC=nordugrid/o=<RA representation>

New processes for RA and CA

May 2008 - all the EE Certs from present CA expire

Will not extend present NorduGrid CA 

Hope to provide draft CPS for next meeting, and approval in spring 2008

Site inspection/auditing May 2008?

· NorduGrid offers to host EUGridPMA meeting May 2008

Comments about expiring/extending CA

IF you know you are going to extend CA, don’t have certs expire on same day (and terminate)

· Reviewers commitment: Milan Sova and Michael Helm

NDGF – Nordic Data Grid Facility CA – possible new name

Romanian CA update Cosmin N

2 issues outstanding from provisional review – resolved.

New physical location, secured.

Limited physical access, access control system for door in place soon.

CSP-xx project from Sweden is the CA software

Changed namespace from dc to o.

Selecting Romanian RAs.

DG: Why has namespace changed?

Need delegation from “c=ro” owner, whereas dc component you can claim ownership based on your own name.

Will stick to DC – approved – nameform for now.

Impression is everyone you certify is an employee of the CA, implies they have relationship with ROSA &c.

CK: Browsers like to find something nice in O/OU fields, so put something useful there.

Recommend replacing O with standard text, making name space flat.

Key material ready for publication – possibly next week.

Morocco – technical difficulties ….

Couldn’t resolve, he will send summary to group of current status.

Continuous audit process

Previously:
All members should be doing self-auditing once a year

At least every 2 years, self-audit doc submitted to reviewers who recommend to PMA &c

No process yet for implementing the policy

Probably no one has done detailed self-audit in past 3 mos.

2 categories: CAs that show up all the time, and CAs that don’t show up

What is the message to CAs that haven’t shown up for a significant amount of time?

How do relying parties thinking about this problem?
What about inviting them to do a presentation in Amsterdam (next meeting)?

OSG: as a relying party, it makes me nervous – what about transparency?

JJ: Their certificates are not conformant to the profile (keyusage or something)

WW: Every CA should be under scrutiny of the others?

We now have video/audio capability, so they can be present virtually even if they cannot travel [as others have done today – 1st time I’ve seen heavy use of video and audio at

EUGridPMA].

Example shown of Israeli certificate with problems in cert attributes
Obligation not in EUGridPMA – in IGTF charter.

Decision: BELNET must appear at Amsterdam

Decision: IUCC  - do a TAGPMA-style operational review; report on problems will be sent to IUCC

David O’Callaghan presented a self-audit at Istanbul that was quite critical (see presentation at Istanbul agenda); Yoshio Tanaka is going to produce a guidance for the auditing checklist/spreadsheet (not ready yet – see OGF doc for spec).

<break>

Back to “continuous audit” discussion
Every CA operator is to do a self-audit yearly; every 2 years to present self audit

Suggestion: schedule peer-review self audits presentation/review

40/6 = 6 or 7 CAs per meeting!

Need 2 peer reviewer per self audit

Rec: Look at Yoshio’s document; take questions, review yourself A-E grade

Reviewers – do operational review

JJ: How the operational review works – checklist, but also review CP/CPS looking for operational issues, and check each one

DG: But the detailed review of operational issues – these should be done at the CP/cPS / IGTF approval time.

ESnet/DOEGrids will volunteer (contingent on resources).
JJensen – Hi level CAs Profile discussion

In principle, could have a dynamic hierarchy ie CAs appearing & disappearing
“Hi level” CAs issue certs to subordinate CAs
Do you trust this CA

How to build such a CA

Distinguish between accreditation and trust (see language distinguishing these characteristics in the document).

Trusted CA is a more limit case – not necessarily? a member of the PMA.  Accredited CAs are full members.

Agree to delete sections that have “no stipulation” answers, in the interest of making the documents more reasonable to handle and read.
*Add explanatory note – HLCA cannot impose restrictions on a CA that is not a subordinate (you should be able to remove something w/o changing anything other than the rest of the hierarchy)..   Decided to drop this restriction because there are situations where this alteration is needed.
Namespace of signing  (3.2 item 1) – should be documented, need not be in CPS; intention is to describe subject DNs.  Intention is that a signing_policy type file can be produced as needed.

A note about item 2 – the idea is to keep sibling CAs from issuing in same namespace.
Humans should be able to read hierarchy (item 4)

(Some CAs don’t fit, like commercial CA roots, ESnet, &c)

R: Browser will give you a mechanism to link together and examine hierarchy

3.3 #2 – management of private key – change must be offline to “should” &c.
Will recommend FIPS certified HSM here.

Requirement for 2048 bit keys

3.4 – drop classic CA pattern

CA issuing and EE issuing are fundamentally difft businesses – focus on one & do it well.
On line CAs should not be self signed.

Issues: define online/offline

Describe backup requirements – must be done offline & encrypted, or done according to FIPS 140 ie key is decrypted only w/I HSM.

Discussion about lifetimes of certificates issued and HLCA certs

No restriction imposed on processing time of revocation request.

3.5 #1 Acceptance policy – change to same policy everywhere
Accreditation – If accreditation is applied for, manager must appear to present CP/CPS to PMA; and signing policy file must be approved (ie difference between  explicit and implicit acceptance of subordinate CA).

New version will appear in the repository shortly.
Will add RFC 3647 cross references soon.
Will put on track before OGF – 

0.4 version ready before Santiago

<break>

9/19/2007 6:10 PM

Location of tonite’s dinner and directions
EduGain

(See slides)
URN – have URN adjudication and management of some sort
Layered implementation model:
soap &al base libraries

SAML toolkit

Edugain components

Edugain profile access

&c

4 standard profiles

WebSSO = Shibboleth

AC – automated client

UbC – user behind client – SASL-CA

WE – enhanced webSSO – delegation

perfSonar – automatic client app – needs cert: use “educause” in US

R: What about Edugain CA

Not mandatory but simplifies in some cases.

The metadata is just for keeping the federation info.

Bridging elements, atps, sps, & contact info.

Can metadata service act as key distro point?
Well why not? [“It wasn’t intended for that but…” should be the slogan of grids]
Edugain CA is for the bridging element; below that the SP’s can use local trust.

Edugain doesn’t care how bridging elements are organized – one to one, one to many &c.

Demo – jra5wiki

The medadata service is just an xml page

https://mds.ladok.umu.se:8443/
Shows connectors to different organizations, info about each &c, protocol connector &c.
What’s the level of effort on this?

56 man months – say 5 people per year.  Not sure if that;s strictly for this project or other JRA5 work.

For next 18 months – 100 man months for Edugain AND other AAI work.

<close>
